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Abstract

In this study, we have developed Univer-
sal Dependencies (UD) resources for spoken
Japanese in the Corpus of Everyday Japanese
Conversation (CEJC). The CEJC is a large
corpus of spoken language that encompasses
various everyday conversations in Japanese,
and includes word delimitation and part-of-
speech annotation. We have newly annotated
Long Word Unit delimitation and Bunsetsu
(Japanese phrase)-based dependencies, includ-
ing Bunsetsu boundaries, for CEJC. The UD of
Japanese resources was constructed in accor-
dance with hand-maintained conversion rules
from the CEJC with two types of word delimi-
tation, part-of-speech tags and Bunsetsu-based
syntactic dependency relations. Furthermore,
we examined various issues pertaining to the
construction of UD in the CEJC by comparing
it with the written Japanese corpus and evalu-
ating UD parsing accuracy.

1 Introduction

Universal Dependencies (UD) (Nivre et al., 2016;
de Marneffe et al., 2021) is a framework for con-
sistent annotation of grammatical elements in-
cluding parts of speech, morphological features,
and syntactic dependencies in various human lan-
guages. UD provides a wide range of corpus types,
encompassing written as well as spoken language
data (Dobrovoljc, 2022).

The UD Japanese team has also devel-
oped and maintained several resources (Asa-
hara et al., 2018), including UD_Japanese-
GSD, UD_Japanese-PUD (Asahara et al., 2018)
and UD_Japanese-BCCWJ (Omura and Asahara,
2018). Additionally, there are distinct versions
of these corpora with long-unit word annota-
tions (Omura et al., 2021). However, all of these
resources are currently limited to written Japanese.
Therefore, the present study addresses this gap
by introducing UD resources for spoken Japanese
and leveraging the Corpus of Everyday Japanese

Conversation (CEJC). The resulting resource is re-
ferred to as UD_Japanese-CEJC.

The CEJC (Koiso et al., 2022) was recently re-
leased by NINJAL, Japan. This corpus represents
a significant advancement in spoken language re-
sources, as it comprises a large-scale collection of
Japanese conversations encompassing more than
200 hours. Various types of audio and video data
- including chat sessions, consultations, and meet-
ings - were collected for the CEJC corpus. The
informants were carefully selected to ensure a bal-
anced representation in terms of gender and age.
The resource includes transcriptions and word seg-
mentation information along with Japanese part-
of-speech tags. In addition, we have newly an-
notated Bunsetsu (Japanese-phrase unit)-based de-
pendencies for a subset of the CEJC dataset,
specifically in a 20-hour segment. Building upon
this, Omura and Asahara (2018) have proposed
conversion rules to transform the Bunsetsu-based
dependencies into UD trees. By applying the con-
version method proposed by Omura and Asahara
(2018), it becomes feasible to transform the CEJC
corpus into UD corpus, thereby facilitating the de-
velopment of a substantial Japanese UD spoken
corpus.

We present the outcomes of our endeavor in the
development of a spoken UD Japanese corpus us-
ing the dialogue-based CEJC. An overview of our
work is depicted in Figure 1. The CEJC corpus
provides audio and video data along with token
mappings for dialogues, enabling the realization
of UD mappings. In the following sections, we
elaborate on the proposed annotation scheme and
present essential statistics of the resulting dataset,
drawing upon related research. Furthermore, we
evaluate the performance of a parser trained on
both the UD Japanese written and spoken cor-
pora. We also highlight the distinctive features
of UD_Japanese-CEJC in comparison to written
and spoken language, with a specific emphasis on
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disfluencies such as reparanda, repairs, and fillers
characteristic of dialogue-based UD.

2 Related Work

2.1 Spoken Language Treebanks
Since the seminal work on the Switchboard Cor-
pus (Godfrey et al., 1992; Calhoun et al., 2010), a
number of spoken language treebanks have been
developed (Marcus et al., 1999; Zen et al., 2019;
Hovy et al., 2006). These treebanks have played a
crucial role in research pertaining to natural spo-
ken language processing, serving as essential re-
sources for the development of applications such
as speech recognition, speech synthesis, speech
translation, spoken language understanding, and
speech-based dialogue systems. However, the
construction of spoken language treebanks poses
technical and linguistic challenges in terms of data
collection, annotation, and analysis, all of which
are more complex compared to their counterparts
in text-based treebanks.

In this context, the UD framework (Nivre et al.,
2016; de Marneffe et al., 2021) for spoken lan-
guage treebanks has emerged as an important de-
velopment in the field of natural language pro-
cessing. The UD provides a dependency struc-
ture framework (see right side of Figure 1), data
format, and guidelines 1 that emphasize com-
monality across languages. The representation of
dependency trees through a common annotation
scheme enables language comparisons and im-
provements in machine translation and other ap-
plications. The UD framework also provides a
consistent and cross-linguistically applicable set
of syntactic annotations are essential for the de-
velopment of high-quality language processing
tools (Straka, 2018; Honnibal et al., 2020).

Dobrovoljc (2022) composed an overview of
UD for several spoken languages. UD treebanks
for spoken languages vary in size, with rela-
tively large corpora available for Naija (Caron
et al., 2019), Norwegian (Øvrelid et al., 2018),
and French (Kahane et al., 2021a) in contrast with
lower-resource languages such as Beja (Kahane
et al., 2021b), Cantonese (Wong et al., 2017),
Chukchi (Tyers and Mishchenkova, 2020), and
Frisian (Braggaar and van der Goot, 2021). Analy-
ses of spoken language corpora are also being un-
dertaken, for example Kahane et al. (2021a) an-
alyzed examples of spoken dialogue in the Beja,

1https://universaldependencies.org/

Naija, and French UD treebanks, and examined
language phenomena necessary for research on
spoken dialogue such as speaker overlap, fillers,
and silent pauses.

Yaari et al. (2022) constructed an English UD
treebank of 31,264 transcriptions from Hollywood
movies. The corpus is multimodal, as it exhibits
alignment between audio and video sources. How-
ever, it should be noted that the treebank consists
of scripted, rather than spontaneous, speech.

2.2 Japanese Spoken Language Resources

Data collection in the Japanese language started
with small-scale data, such as reading speech for
dialogue systems and speech recognition (Yuichi
and Tomoko, 2018). Spontaneous dialogue data
continues to be collected as it is recognized to
be crucial. Several Japanese spoken language
corpora have been constructed in prior stud-
ies; e.g., the Corpus of Spontaneous Japanese
(CSJ) (Maekawa, 2003), Nagoya University Con-
versation Corpus (NUCC) (Fujimura et al., 2012),
SMOC corpus (Yamazaki et al., 2020). (Koiso
et al., 2022) in the Table 1 also compiled a list of
Japanese spoken language resources that includes
spontaneous dialogue corpora.

Each type of data is associated with different
research purposes, formats, and annotations. In
particular, there has been no unified syntactic an-
notation in Japanese, and UD format treebanks of
spoken Japanese have not been developed to date.
Our study aimes to construct the UD version of
CEJC as described in Section 3.

2.3 UD Japanese

The UD Japanese team has built several resources
with UD Japanese-KTC (Tanaka et al., 2016) as
the point of departure, wherein data are based on
their constituent trees (Tanaka and Nagata, 2013).
As of v2.5, UD Japanese-BCCWJ offers intuitive
suitability for Japanese syntax along with an abun-
dance of existing resources. Consequently, more
recent UD Japanese resource have been based on a
corpus of Bunsetsu-based syntactic dependencies.
Bunsetsu is Japanese base phrase unit of syntactic
dependencies.

Furthermore, NINJAL negotiated with stake-
holders to inherit and manage data continuously
for the GSD and PUD corpora. The data were
manually annotated according to their UniDic-
based morphological information (Den et al.,

https://universaldependencies.org/
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Our Work
The Core of CEJC (20 hours)

(Koiso, et al  2022)

˟
598,835.211,836.261,IC02,־ֹעאֵն
599,836.261,836.916,IC02,ؕع٤يն
600,837.383,838.27,IC01,ؕנךַג־מםع٤يն
601,838.375,838.462,IC01,ֻն
˟

Long unit word(LUW) 
POS Information

Japanese Bunsetsu 
dependances annotation

Rule-based
Coverted

Transcription

˟
T010_009,835.211,836.261,B,IC02,ך,ֵ,䫘禈鍡
T010_009,835.211,836.261,I,IC02,⪬,א,♏⺲鍡
T010_009,835.211,836.261,I,IC02,ע,ע,Ⲃ鍡-➟Ⲃ鍡
T010_009,835.211,836.261,I,IC02,ֹ,鸦,Ⳃ鍡-ꪜ舅玮⺎耆
T010_009,835.211,836.261,I,IC02,־,־,Ⲃ鍡-磙Ⲃ鍡
T010_009,836.261,836.916,B,IC02,ؕع٤يؕ,ع٤ي,⺲鍡-俊鵟⺲鍡-┉芗
T010_009,837.383,838.270,B,IC01,ؕع٤يؕ,ع٤ي,⺲鍡-俊鵟⺲鍡-┉芗
T010_009,837.383,838.270,I,IC01,מם,⛰,♏⺲鍡
T010_009,837.383,838.270,I,IC01,־,־,Ⲃ鍡-ⰜⲂ鍡
T010_009,837.383,838.270,I,IC01,,鸦,Ⳃ鍡-ꪜ舅玮⺎耆
˟.

SUW POS information (Word segmentation and POS)

ֵ

Can align syntactic treebank 
with Japanese audio and video data 

Semi-automatic (manually fixed) 
annotation

Audio and video

dialog_id, start_time,end_time,utterance_bi,speaker_id,word information, ..

א ע ֹ

UD_Japanese-CEJC

CCONJ NOUN ADP VERB

־

PART
OK,	I	will	try	to	do	that.

cc
mark

case
obl

ja sore ha yarou ka

Figure 1: The overview of out building UD_ Japanese-CEJC. (The sample is dialog T010_009 from CEJC)

2008), NINJAL Short Unit Word (SUW) delimi-
tation, NINJAL Long Unit Word (LUW) delimi-
tation, and Bunsetsu (base phrase)-based syntac-
tic dependencies on the original text. The UD
Japanese team developed conversion rules from
the two-word delimitation and Bunsetsu-based
syntactic dependencies to SUW-based UD (Asa-
hara et al., 2018). The Balanced Corpus of Con-
temporary Written Japanese (BCCWJ) (Maekawa
et al., 2014) is one of large written Japanese cor-
pora. The corpus serves as a model to annotate
UD Japanese GSD and PUD with SUW, LUW,
and Bunsetsu-based syntactic dependencies (Asa-
hara and Matsumoto, 2016). Likewise, Omura and
Asahara (2018) constructed UD Japanese-BCCWJ
via the conversion rules of UD Japanese-GSD and
PUD.

Thus, the design of UD Japanese is based on
SUW, LUW, and Bunsetsu-based dependencies.
The CEJC includes the SUW and its morpheme
information. If we know the LUW and Bunsetsu-
based dependencies of the CEJC, we can develop
UD resources for spoken Japanese via the meth-
ods described in Omura et al. (2021). In Section
3.2, we describe the construction of the LUW and
Bunsetsu-based dependencies of CEJC.

3 Design of UD_Japanese-CEJC

The following section provides a concise overview
of CEJC and outlines the construction of the UD
version of CEJC.

Sound file ID yes
Text-sound alignment yes
Speaker ID yes
Language variety no

Standard orthography yes
Capitalization not applicable
Pronunciation yes

Speaker overlap yes
Final punctuation not applicable
Other punctuation not applicable

Incomplete words yes
Fillers yes
Silent pauses yes
Incidents yes

Text-video alignment yes
Dialog act yes (ISO-24617-2)
Intonation label partially yes

Table 1: Transcription characteristics in CEJC. (cf. Do-
brovoljc (2022), Table 2)

3.1 Corpus of Everyday Japanese
Conversation

The Corpus of Everyday Japanese Conversation
(CEJC) (Koiso et al., 2022) is a large-scale spo-
ken Japanese corpus. It encompasses 200 hours
of speech, comprising 577 conversations approxi-
mately 2.4 million words and involving a total of
1675 participants. Data are segmented into utter-
ance units based on perceptible pauses and clause
boundaries. Transcriptions of the speech audio
and video data are provided, and the text is fur-
ther segmented into word units using SUW and
UniDic-based morphological information.

The Core dataset is a subset of CEJC that con-
sists of 20 hours of speech, encompassing 52 di-
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English My son’s a birthday present could be
musuko no tanjo bi purezento ka mo shin nai kedo

SUW 息子 の 誕生 日 プレゼント か も しん ない けど
NOUN ADV NOUN NOUN NOUN ADP ADP VERB AUX SCONJ

LUW 息子 の 誕生日プレゼント かもしんない けど
NOUN ADV NOUN AUX SCONJ

Bunsetsu 息子の 誕生日プレゼントかもしんないけど
(It could be my son’s birthday present.)

Figure 2: Example of two-way POS annotation (Short and Long unit word) and Bunsetsu of CEJC (refer to
T011_005.) The lines above indicate the word boundaries. The parts of speech are represented using universal
POS tags for simplicity, but UD_Japanese CEJC can refer to the UniDic part-of-speech tags.

alogues. This subset includes manually annotated
and corrected annotations. For this dataset, we an-
notated LUW and established Bunsetsu-based de-
pendencies. Details pertaining to this annotation
process are discussed in the following section.

Table 2 in (Dobrovoljc, 2022) provides an
overview of the transcription characteristics in the
CEJC. We present a summary of these character-
istics in Table 1. The language variety represented
in the CEJC is predominantly limited to speak-
ers of common Japanese residing in Tokyo and
surrounding prefectures. It is important to note
that Japanese does not follow a capitalization con-
vention. Additionally, the transcription rule em-
ployed in the CEJC does not account for punc-
tuation marks. One characteristic of the CEJC
is the alignment of video data to speech. All
videos were collected by normal and omnidirec-
tional 360-degree cameras2. The dataset contains
dialog act annotations following the ISO 24617-
2 scheme (Iseki et al., 2019). Moreover, the au-
dio files are partially annotated with intonation la-
bels using X-JToBI (eXtended-Japanese ToBI), a
framework specifically designed for the analysis
of spontaneous Japanese speech, as employed in
the CSJ corpus (Maekawa, 2003).

3.2 Bunsetsu-based Dependency Annotation
The written Japanese data are segmented into sen-
tences based on sentence end symbols specified
by authors. However, because sentence-ending
punctuation is absent in spoken dialogue, sentence
bounds are significantly less straightforward. To
address this, the CEJC developers introduced the
concept of utterance units, specifically focusing
on long utterance units (Den et al., 2010) char-
acterized by silent pauses and clause boundaries.

2Video files include the faces of the main conversation
participants who agreed to have their faces published. All
other participant’s faces are obscured.

These long utterance units are identified by syn-
tactic and pragmatic disjuncture within the dia-
logues. Throughout our annotation process, we
treated each utterance unit as a separate sentence,
forming a tree structure.

We newly annotated the LUW morphologi-
cal information and Bunsetsu boundaries for the
CEJC trees. An example of word delimitation
using SUW, LUW, and Bunsetsu is illustrated in
Figure 2. The SUW is a minimal language unit
that has a morphological function and the LUW
definition can be regarded as syntactic words in
Japanese based Bunsetsu. For further details,
please refer to (Omura et al., 2021) and NINJAL
website 3. The LUW information was initially an-
alyzed using Comainu (Kozawa et al., 2014) and
subsequently manually corrected by annotators.

In addition, we annotated Bunsetsu-based de-
pendencies for the CEJC utterance units following
the BCCWJ-DepPara annotation scheme (Asahara
and Matsumoto, 2016). The Bunsetsu-based de-
pendencies was also analyzed by Cabocha (Kudo
and Matsumoto, 2002), manually corrected by an-
notators. It is important to note that the Japanese
language exhibits a strict head-final order within
the Bunsetsu units. However, the Bunsetsu depen-
dencies in CEJC encompass linguistic phenomena
such as fillers, anastrophes, and predicate ellipses,
which are rarely observed in written texts. In cases
where a dependent does not have its correspond-
ing head within the utterance units, we position a
dummy node as the dependency head at the end of
the utterance, as depicted in Figure 3.

3.3 Conversion into UD schema

The UD_Japanese-CEJC corpus was derived from
the Bunsetsu dependencies in the core data sub-

3https://clrd.ninjal.ac.jp/bccwj/en/
morphology.html

https://clrd.ninjal.ac.jp/bccwj/en/morphology.html
https://clrd.ninjal.ac.jp/bccwj/en/morphology.html
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Conversion rule UPOS
· · · · · ·
POS of SUW is puntiction PUNCT
· · · · · ·
POS of SUW is adjective ADJ
POS of SUW is noun NOUN
· · · · · ·
POS of SUW is verb & The Bunsetsu is the end of the phrase VERB
· · · · · ·

Conversion rule DEPREL
Bunsetsu is the end of the phrase & Subject word root
UPOS is PUNCT punct
· · · · · ·
Subject word in the Bunsetsu &
UPOS is NOUN & Attaching particle ’ga’ nsubj
· · · · · ·
Bunsetsu is not functional phrase & UPOS is ADJ amod
UPOS is ADP case
· · · · · ·

Table 2: The short sample of UD conversion rules is
outlined in (Omura and Asahara, 2018). As of July
2023, there are 85 rules for UPOS conversion and 120
rules for DEPREL.

UPOS DEPREL

If the word is filter INTJ discourse(:filter)
If the word is disfluency X reparandum

Table 3: Labeling rules to convert for UD_Japanese-
CEJC. The current approach for determining whether
the word is filler or disfluencyis to reference the POS
information.

set, which consists of 20 hours of transcribed
speech. To compile the UD Japanese resource,
we applied the conversion rules outlined in
(Omura and Asahara, 2018), which are shared
across all UD Japanese treebanks, including GSD,
PUD, BCCWJ, GSDLUW, PUDLUW, and BC-
CWJLUW (Omura and Asahara, 2018; Omura
et al., 2021) 4. Table 2 shows a partial set of con-
version rules. These rules determine the UPOS
(Universal Part-of-Speech) and DEPREL (Depen-
dency Relation Label) in the UD framework.
However, it is important to note that the conver-
sion rules primarily consider written Japanese cor-
pora and might not fully capture the specific char-
acteristics of spoken Japanese. As a result, addi-
tional rules were introduced to handle fillers and
stutters, which are infrequent in written corpora,
as shown in Table 3. While these conversion rules
provide a valuable starting point, further refine-
ments may be necessary to fully account for the
nuances of spoken Japanese.

4There are several spoken UD corpora that offer auto-
matic conversion of existing resources; e.g., UD French
ParisStories (Kahane et al., 2021a) and Naija NSC (Caron
et al., 2019)

In the UD version of the CEJC, the aforemen-
tioned utterance units serve as boundaries for de-
pendency trees. According to the UD guide-
line, other treebanks have their own language-
specific guidelines for handling fillers and disflu-
encies (e.g. Slovenian SST (Dobrovoljc and Nivre,
2016)). Nevertheless, we decided that any fillers
and disfluencies dependent on the dummy node
are to be converted to the sentence end root to ad-
here to the single root restriction, as their attach-
ment is inherently ambiguous. Because argument
ellipses are common in Japanese and the annota-
tion units in this dataset are based on utterances,
we can only define these ellipses as fillers or dis-
fluencies within the scope of the utterance unit.
To determine the appropriate attachment of fillers
across languages, including those where ellipses
are grammatically allowed, a thorough investiga-
tion is necessary.

Figure 3 shows an example of Bunsetsu depen-
dencies constructed to the UD framework. The
Bunsetsu-dependency structure is converted to UD
structures according to rules specified in (Omura
and Asahara, 2018). In the case of the figure, the
words “tsu” and “n” are a disfluency and filter, re-
spectively, making them dependent upon the root
node “ deki ta shi”.

3.4 Statistics of UD Japanese CEJC

Table 4 presents a statistical analyses of the gener-
ated UD_Japanese-CEJC (spoken) corpus in com-
parison to UD_Japanese-GSD and BCCWJ (writ-
ten). These statistical values are from version
2.11. The ‘Trees’ column indicates the numbers
of utterance units in CEJC (spoken) and sentences
in GSD (written). The ‘Tokens’ column represents
the total count of word tokens in each treebank.
The ‘Avg.’ column displays the average number
of word tokens per tree, whereas the ‘Bunsetsu’
column indicates the total number of Bunsetsu.
The automatic conversion of the 20-hour speech
transcription has yielded a substantial amount of
data that aligns with the corresponding audio and
video. However, it is worth noting that the num-
ber of words in a dependency tree within a spo-
ken utterance unit tends to be smaller than that in
a written sentence. It provides a clear compari-
son between the statistics in Table 1 of Dobrovoljc
(2022) and the specific characteristics of CEJC as
a conversational corpus including many phatic ex-
pressions like Aizuchi in Japanese such as “hai”
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Corpora Unit Trees Tokens Avg. per Tree Bunsetsu

CEJC SUW 59,319 256,885 4.3 136,071
LUW 59,319 231,774 3.9 136,071

GSD SUW 8,100 193,654 23.9 65,966
LUW 8,100 150,243 18.5 65,966

BCCWJ SUW 57,109 1,253,903 21.9 425,751
LUW 425,751 99,5632 17.4 425,751

CEJC- SUW 54,599 24,4296 4.7 124,456
LUW 54,599 219,415 4.0 124,456

Table 4: Statistics of UD Japanese CEJC (spoken), GSD, and BCCWJ (written) (v2.11). CEJC- is a CEJC corpus
that omits any words containing solely inapplicable morphological information (non-lexical tokens), filters, or
reparandums.

and “ee” (“uhhuh” and “yeah” in English).
Table 5 shows the distribution of UPOS labels

of UD_Japanese-CEJC, GSD, and BCCWJ 5. The
spoken data does not include any PUNCT and SYM,
as punctuations and symbols were not accounted
for. CCONJ and INTJ are larger than the writ-
ten corpora. Whereas the written data tend to
omit PRON, the spoken data tends to include PRON
when referencing speakers. X is a token associ-
ated with no morphological annotations, such as
incidents (laugh, cry, singing, etc.) in the CEJC.

Table 6 shows the distribution of DEPREL la-
bels of UD Japanese CEJC, GSD and BCCWJ. In
the spoken data, words are shorter per a tree (see
Table 4). Consequently, the DEPREL root is the
largest element within the spoken data. Because
PUNCT does not appear in the spoken data, the
DEPREL punct is zero.

4 Parser Evaluation

We conducted experiments to assess the repro-
ducibility and parsability of the CEJC corpus.
Through a comparison between CEJC and GSD,
we illustrate the distinctions between spoken and
written Japanese in terms of UD annotation.

4.1 Corpus
To evaluate parsing, we used the following UD
Japanese v.2.11 6 corpora: GSD, CEJC, and their
combination (CEJC+GSD). Although SUW and
LUW UDs are present, we only considered SUW

5Because the SUW are encapsulated in the LUW, there
is no significant difference in distribution. Therefore, only
SUW are listed.

6These UD Japanese is also in development as of Novem-
ber 2022. This version conforms to the latest UD guidelines.

CEJC GSD BCCWJ

ADJ 3.69% 1.98% 2.14%
ADP 13.61% 21.62% 20.03%
ADV 6.74% 1.22% 1.51%
AUX 13.24% 10.93% 9.74%
CCONJ 1.64% 0.42% 0.41%
DET 0.56% 0.51% 0.48%
INTJ 10.74% 0.01% 0.07%
NOUN 14.86% 30.05% 29.24%
NUM 1.67% 2.67% 3.11%
PART 8.49% 0.65% 1.18%
PRON 3.77% 0.57% 0.90%
PROPN 1.39% 3.69% 2.87%
PUNCT 0.00% 9.93% 11.69%
SCONJ 6.68% 4.13% 4.49%
SYM 0.00% 0.67% 1.53%
VERB 9.86% 10.96% 10.57%
X 3.05% 0.00% 0.03%

Table 5: The distribution of UPOS labels in
UD_Japanese-CEJC, GSD and BCCWJ (SUW)

to examine differences between the spoken and
written corpora. The GSD was split among train,
dev, and test sets by original UD corpus. The UD
CEJC was divided between training, development,
and testing sets according to a 8:1:1 ratio based on
conversation form as provided by the CEJC: chat,
consultations, and meetings. Table 7 shows the
distribution of UDs in the experiment. The models
were constructed with the sentence (tree) bound-
ary as given, as it is easy to imagine that the utter-
ance units and written sentences are clearly differ-
ent in Table 4. In particular, CEJC explicitly lacks
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じゃ ツ ん 近く に でき た し
ja tsu n chikaku ni deki ta shi
So mak-(disfluency) (filler) nearby is opened

D

D

F F

じゃ ツ ん 近く に でき た し
CCONJ X INTJ NOUN ADP VERB AUX SCONJ

cc

reparandum

discourse

obl

case

root

aux

mark

(So, (the store) is opened, ...)

Figure 3: Sample construction of UD_Japanese-CEJC
（T011_007）. The upper figure represents Bunsetsu-
dependencies and the lower figure shows the UD con-
version. The dotted box denotes the Bunsetsu bound-
ary, and the Bunsetsu dependency edge label ‘D’ is an
ordinal dependency relation, where ‘F’ indicates that
no relation is present.

punctuation, making it difficult to identify speech
breaks.

4.2 Parser Model

We used spaCy v3.4 (Honnibal et al., 2020), along
with spacy-transformers v1.2 as a parsing model
framework. spaCy is a trainable network that fea-
tures a component pipeline for sentence analysis
and word tokenisation, part-of-speech tags, depen-
dencies, and named entities. Furthermore, spaCy
can use pre-trained transformers (Wolf et al.,
2020) such as BERT (Devlin et al., 2019), and
allows loss gradients to be shared between the
transformers-based pre-training model and analy-
sis component.

A significant distinction between CEJC and
other written word treebanks lies in the presence
of specific word characteristics, particularly fillers
and reparanda. To address this feature, we propose
two models: the two-stage analysis model and the
simultaneous analysis model. We assessed the ef-
fectiveness of these models in accurately capturing
the relationship between fillers and reparanda.

The two-stage analysis model comprises two
models: a component that detects and removes the

CEJC GSD BCCWJ

acl 2.11% 3.61% 3.62%
advcl 3.87% 3.72% 3.85%
advmod 4.73% 1.18% 1.43%
amod 0.10% 0.23% 0.25%
appos 0.00% 0.00% 0.00%
aux 9.10% 8.90% 7.56%
case 12.72% 21.33% 19.65%
cc 1.59% 0.42% 0.41%
ccomp 0.34% 0.20% 0.22%
compound 3.97% 14.19% 14.67%
cop 1.98% 1.26% 1.20%
csubj 0.09% 0.08% 0.11%
csubj:outer 0.00% 0.00% 0.00%
dep 1.00% 0.04% 0.99%
det 0.54% 0.51% 0.48%
discourse 2.72% 0.01% 0.03%
dislocated 0.00% 0.00% 0.00%
fixed 4.15% 4.45% 4.26%
mark 14.20% 4.06% 5.04%
nmod 2.87% 6.70% 6.92%
nsubj 2.51% 4.02% 3.69%
nsubj:outer 0.00% 0.23% 0.18%
nummod 0.98% 1.45% 1.16%
obj 0.48% 2.74% 2.62%
obl 5.64% 6.55% 5.41%
punct 0.00% 9.93% 11.69%
reparandum 1.21% 0.00% 0.00%
root 23.09% 4.18% 4.55%

Table 6: Distributions of DEPREL labels in
UD_Japanese-CEJC, GSD and BCCWJ (SUW)

train dev test

trees tokens trees tokens trees tokens

GSD 7,050 168,333 507 12,287 543 13,034
CEJC 36,997 157,227 9,837 43,378 12,485 56280
CEJC- 34,105 149,614 9,057 41,055 11,437 53,627

Table 7: The train/dev/test distribution of UD corpus
(GSD/CEJC)

span fillers and reparanda, and a component that
subsequently analyzes the parsing tree. Follow-
ing the method described in (Asahara and Mat-
sumoto, 2003) in regards to the spans of fillers
and reparanda detecting named entities, the model
was trained via spaCy, whereas the other model
was trained by eliminating fillers and reparanda
(CEJC-). While the model has two components,
the accuracy of parsing results is only evaluated
using the correct trees in the absence of fillers
and reparanda (CEJC-) as seen in (Table 8), as
it is difficult to map removed words as fillers and
reparanda and others as original text data.

The simultaneous analysis model includes fil-
ters and reparanda simultaneously. SpaCy can
share a transformer’s information among multiple
analytical components and perform simultaneous



331

learning. The pipeline components of spaCy were
organized in the order of transformers, morphol-
ogizer analysis, parser analysis, and NER analy-
sis. The ner analysis is used to detect fillers and
reparanda equivalently to the two-stage analysis
model.

As a transformer pre-trained model on spaCy,
we used cl-tohoku/bert-japanese 7, a BERT model
trained on the Japanese version of Wikipedia with
words tokenized by MeCab (Kudo et al., 2004)
and split into subwords by the WordPiece al-
gorithm. The parser component of spaCy is
based on the Non-Monotonic Arc-Eager Tran-
sition System with extensions to Projectiviza-
tion/Deprojectivization by Lifting of Nivre (Nivre
and Nilsson, 2005) to handle intersecting contexts.

4.3 Parsing Results

Table 8 presents the tokenisation, tagging, lemma-
tisation, and dependency parsing results obtained
by the two spaCy models. Tokens, UPOS, XPOS,
and Lemma are reproducible and expressed by
their F1 scores. UAS (Unlabeled Attachment
Score) and LAS (Labelled Attachment Score) are
standard evaluation metrics in dependency parsing
results. These results were output by the evalua-
tion scripts of CoNLL 2018 shared tasks (Zeman
et al., 2018).

When the training and testing data are different
(e.g. train/dev GSD and test CEJC, or train/dev
CEJC and test GSD), tokenisation (Tokens) and
POS tagging (UPOS and XPOS) exhibit poor
performance. This is because there are differ-
ences in vocabulary and distributions of POS and
DEPREL. During tokenisation, spoken utterances
have significantly different delimiters compared to
those observed in written sentences, as the for-
mer include fillers, disfluencies, and repairs. It
is also difficult to tokenize without spaces, as re-
quired by Japanese. POS tagging presents simi-
lar challenges. Although the major POSs of the
CEJC are INTJ, CCONJ, and PRON (e.g. first
personal pronoun, second personal pronoun), the
POS INTJ is very rare in GSD. Consequently, the
assignment of INTJ requires training data from
the CEJC. Overall, the combined training data
(train/dev: CEJC+GSD) achieved the best perfor-
mance for both GSD and CEJC tokenisation and
tagging.

7https://github.com/cl-tohoku/
bert-japanese/

Results of filter and reparandum detection are
shown in Table 9. The simultaneous analysis
model tended to be slightly more accurate than
the two-step analysis model. This is thought to
be an effect of learning-dependent structure anal-
ysis, as well as the simultaneous identification of
fillers and reparanda. However, compared to the
overall evaluation (in Table 8), the accuracy of to-
kenisation, POS tagging, and dependency analysis
for both fillers and reparanda decreased by more
than 6 points.

The dependency attachment (UAS and LAS) of
the CEJC is also difficult, and even the CEJC tree
length (avg. 4.3) is shorter than that of the GSD
tree (avg. 23.9). GSD also encompasses punctu-
ation in written texts, which helps determine the
roots of trees and resolve long-distance dependen-
cies. In contrast, the CEJC does not include punc-
tuation in the transcription, making it difficult to
determine the roots of trees as well as presenting
challenges with respect to fillers and disfluencies.

5 Conclusions

This study introduces a novel UD Japanese re-
source derived from the Corpus of Everyday
Japanese Conversation (CEJC), representing the
first spoken language resource in the UD Japanese
framework. The UD resource was built upon tran-
scriptions of audio files from individual speak-
ers, accompanied by two types of video recordings
(standard camera and omnidirectional 360-degree
camera). Whereas previous efforts have been lim-
ited in their incorporation of text-to-video align-
ment, this study presents a substantial treebank
with video, surpassing existing UD resources in
this aspect. In the future, we plan to primarily ex-
pand the annotation based on audio information;
e.g., overlap markers similar to those used in the
UD French Rhapsodie (Kahane et al., 2021a).

Parser evaluations were conducted to compare
the performance of the parser on UD_Japanese-
CEJC (spoken) and GSD (written) datasets. The
findings clearly demonstrate the challenges asso-
ciated with parsing spoken Japanese using a model
trained on written corpora. The presence of fillers,
disfluencies, and repairs significantly impacted to-
kenisation and POS tagging accuracy, highlighting
the unique characteristics of spoken language that
must be accounted for to improve parsing perfor-
mance.

The UD version of CEJC is currently available

https://github.com/cl-tohoku/bert-japanese/
https://github.com/cl-tohoku/bert-japanese/
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train/dev test Token UPOS XPOS Lemmas UAS LAS

spaCy two-stage analysis model (eliminating gold fillers and reparandums)

CEJC– GSD 98.15% 84.54% 96.96% 94.38% 80.58% 71.97%
CEJC– CEJC– 96.38% 94.45% 92.33% 86.33% 89.71% 87.54%

spaCy simultaneous analysis model (including fillers and reparandums)

GSD GSD 98.14% 97.04% 96.96% 94.38% 91.72% 90.84%
GSD CEJC 81.16% 84.33% 89.32% 84.92% 80.74% 74.71%
CEJC GSD 98.14% 84.31% 96.96% 94.38% 79.58% 70.52%
CEJC CEJC 95.44% 93.39% 89.32% 84.92% 88.19% 84.51%
CEJC+GSD GSD 98.14% 97.16% 96.96% 95.64% 91.49% 90.56%
CEJC+GSD CEJC 95.55 % 93.47% 93.47% 89.32% 88.38% 86.57%

Table 8: Results of tokenisation, tagging, lemmatisation and dependency parsing using CEJC and GSD.

Category Occurence Two-stage analysis model Simultaneous analysis model
train / dev / test Token P / R / F Token P / R / F UPOS / UAS / LAS

Filler 1,736 / 524 / 559 88.6% / 87.3% / 87.9% 86.9% / 90.4% / 88.6% 87.7% / 82.4% / 82.0%
Reparandum 2,122 / 741 / 793 90.5% / 86.0% / 88.2% 88.4% / 87.4% / 87.9% 87.9% / 83.7% / 83.2%

Table 9: Results of accuracy detection for fillers and reparanda analyses.

to CEJC subscribers through the dedicated down-
load site on the CEJC platform. Additionally,
the UD will be made available on the Universal
Dependencies site and the UD Japanese Github
repository 89 in a standoff format. This wider dis-
tribution will enable researchers to access and uti-
lize the UD Japanese CEJC data for various lin-
guistic analyses and applications. The spaCy mod-
els employed in the conducted experiments will be
made publicly available in Github repository 10.
These resources will allow researchers and practi-
tioners to utilize the models for their own natural
language processing tasks and further contribute to
the advancement of linguistic research in the field
of Japanese spoken language processing.
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